
Chapter 1 

General Orientation 

Adults may choose to deny it, but children in school know very well that there is 
a ‘language of science’. They may not be able to say how they know it; but when 
they are faced with a wording such as: 

One model said that when a substance dissolves, the attraction between 
its particles becomes weaker. (Junior Secondary Science Project, 1968, 
pp. 32-33) 

they have no trouble in recognizing it as the language of a chemistry book. And 
they tend to feel rather put off by it, especially when they find themselves 
challenged with a question like this one. ‘What might happen to the forces of 
attraction which hold the particles of potassium nitrate together’ (ibid.) 

If children do get put off by this, we respond, as seems natural to us, by 
giving their feeling a name. We call it ‘alienation’. We have now labelled the 
condition; we think that in labelling it we have diagnosed it, and that in 
diagnosing it we are half way towards curing it. In reality, of course, we have 
only made the condition worse. Nothing could be more alienating than to learn 
that you are suffering from alienation. But in responding in this way we have 
helped to demonstrate how scientific discourse works. 

It is not only schoolchildren who have felt alienated by the discourse of 
science. Within a century of the so-called ‘scientific revolution’ in Europe, people 
were feeling disturbed by the picture that science presented, of a universe regu- 
lated by automatic physical laws and of a vast gulf between humanity and the 
rest of nature. Prigogine and Stengers, in their remarkable book Order out of 
Chaos, show how this feeling arose; and they point to the disturbing paradox 
between the humanist origins of natural science and its contemporary image as 
something unnatural and dehumanizing: 

Science initiated a successful dialogue with nature. On the other hand, 
the first outcome of this dialogue was the discovery of a silent world. 
This is the paradox of classical science. It revealed to men a dead, passive 
nature, a nature that behaves as an automaton which, once programmed, 
continues to follow the rules inscribed in the program. In this sense 
the dialogue with nature isolated man from nature instead of bringing 
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him closer to it. A triumph of human reason turned into a sad truth. It 
seemed that science debased everything it touched. (Prigogine and 
Stengers, 1984, p. 6) 

To understand this paradox, we have to take account of the kind of language 
in which science is construed. In his revealing account of science education, based 
on a study he carried out in New York secondary schools, Jay Lemke put it this 
way: 

How does science teaching alienate so many students from science? How 
does it happen that so many students come away from their contact 
with science in school feeling that science is not for them, that it is too 
impersonal and inhuman for their tastes, or that they simply ‘don’t have 
a head for science’? One way this happens, I believe, is through the way 
we talk science. The language of classroom science sets up a pervasive 
and false opposition between a world of objective, authoritative, imper- 
sonal, humourless scientific fact and the ordinary, personal world of 
human uncertainties, judgments, values, and interests. (Lemke, 1990a, 
pp. 129-30) 

But the language of classroom science is simply the language of science adapted 
to the classroom. It fails to overcome the problem; but it did not create it in the 
first place. The issue is that of the discourse of science itself. 

Where children are most likely to be put off is in the early years of secondary 
school, when they first come face to face with the language of their ‘subjects’ - 
the disciplines. Here they meet with unfamiliar forms of discourse; and since 
these often contain numbers of technical terms, when we first reflect on scientific 
language we usually think of these as the main, perhaps the only, source of the 
difficulty. There are a lot of technical terms, of course, and they may be quite 
hard to master if they are not presented systematically. But children are not, on 
the whole, bothered by technical terms - they often rather enjoy them; and 
in any case textbook writers are aware of this difficulty and usually manage to 
avoid introducing too many of them at once. It is not difficult, however, to find 
passages of wording without many technical terms which are still very clear 
instances of scientific writing; for example 

One property at least (the colour) of the substance produced is different 
from the substances that were mixed, and so it is fairly certain that it is a 
new substance. (Junior Secondary Science Project, 1968, p. 43) 

Compare the example quoted in chapter 2 below: 

Your completed table should help you to see what happens to the risk of 
getting lung cancer as smoking increases. (Intermediate Science Curric- 
ulum Study, 1976, p. 59) 

And this is not simply a feature of the language of science textbooks; the follow- 
ing extract from the Scientific American contains hardly any technical terms: 
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Our work on crack growth in other solids leads us to believe that the 
general conclusions developed for silica can explain the strength behav- 
iour of a wide range of brittle materials. The actual crack tip reactions 
appear to vary from material to material and the chemistry of each solid 
must be considered on a case-by-case basis. (Michalske and Bunker, 
1987, p. 81) 

Of course, technical terms are an essential part of scientific language; it would be 
impossible to create a discourse of organized knowledge without them. But they 
are not the whole story. The distinctive quality of scientific language lies in the 
lexicogrammar (the ‘wording’) as a whole, and any response it engenders in the 
reader is a response to the total patterns of the discourse. 

Naturally it would engender no response at all unless it was a variety of the 
parent language. Scientific English may be distinctive, but it is still a kind of 
English; likewise scientific Chinese is a kind of Chinese. If you feel alienated by 
scientific English this is because you are reacting to it as a, form of a language you 
already know very well, perhaps as your mother tongue. (If on the other hand 
you are confronting scientific English directly as a second language, you may find 
it extraordinarily difficult, especially if it is your first encounter with a language 
of science; but that is very different from being alienated by it.) It is English with 
special probabilities attached: a form of English in which certain words, and 
more significantly certain grammatical constructions, stand out as more highly 
favoured, while others correspondingly recede and become less highly favoured, 
than in other varieties of the language. This is not to imply that there is one 
uniform version of it, any more than when we talk of British English or 
Australian English we are implying that there is one uniform version of each of 
these dialects. Any variety of a language, whether functional or dialectal, occupies 
an extended space, a region whose boundaries are fuzzy and within which there 
can be considerable internal variation. But it can be defined, and recognized, by 
certain syndromes, patterns of co-occurrence among features at one or another 
linguistic level - typically, features of the expression in the case of a dialect, 
features of the content in the case of a functional variety or ‘register’. Such syn- 
dromes are what make it plausible to talk of ‘the language of science’. 

Given the view of language that prevails in western thought, it is natural to 
think of the language of science as a tool, an instrument for expressing our ideas 
about the nature of physical and biological processes. But this is a rather 
impoverished view of language, which distorts the relationship between language 
and other phenomena. The early humanists, founders of modern science in the 
West, paid more serious attention to language in their endeavours. In part, this 
was forced upon them because they were no longer using the language that had 
served their predecessors, Latin, and instead faced the job of developing their 
various emerging ‘national’ languages into resources for construing knowledge. 
But their concern with language went deeper than that. On the one hand they 
were reacting against what they saw as (in our jargon of today) a logocentric 
tendency in medieval thought; the best-known articulation of this attitude is 
Bacon’s ‘idols of the marketplace’ (idola firi), one of the four id& or false 
conceptions which he felt distorted scientific thinking. The idola fori result, in 
Dijksterhuis’ words, 
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from the thoughtless use of language, from the delusion that there must 
correspond to all names actually existing things, and from the confusion 
of the literal and the figurative meaning of a word. (Dijksterhuis, 1961, 
p. 398) 

The ‘delusion’ referred to here had already been flagged by William of Occam, 
whose often quoted stricture on unnecessary entities was in fact a warning against 
reifying theoretical concepts such as ‘motion’; the perception that lay behind this 
suspicion of language was later codified in the nominalist philosophy of John 
Locke, summed up by David Oldroyd as follows: 

The important point, of course, is that the new philosophy claimed that 
new knowledge was to be obtained by experimentation, not by analysis 
of language or by establishing the correct definitions of things. If you 
wanted to know more about the properties of gold than anyone had ever 
known before you would need a chemical laboratory, not a dictionary! 
(Oldroyd, 1988, pp. 91-92) 

On the other hand, the scholars of the new learning were at the same time 
extremely aware of how crucial to their enterprise was the role that language had 
to play. Since ‘language’ now meant ‘languages’, the perception of this role 
differed somewhat from one country to another; it was stated most explicitly 
in England and in France, partly perhaps because of the historical accident that 
these languages, which had changed catastrophically in the medieval period, were 
having more trouble sorting out their orthographies than Italian, German or 
Dutch. Whatever the reason, English and French scholars devoted much effort to 
designing a language of science; the work in England is described and evaluated 
by Vivian Salmon in her book The Study of Language in Seventeenth Century 
England, published in 1979. This work went through several phases, as those con- 
cerned progressively refined their conception of what it was that was needed to 
make their language effective as a resource for the new knowledge. 

The earliest effort was simply to devise a form of shorthand, a writing 
system that would be simpler and more expeditious in codifying knowledge in 
writing; for example Timothy Bright’s Characterie, published in 1588. Bright’s 
work however already embodied a second, more substantial aim: that of provid- 
ing a universal charactery, a system of writing that would be neutral among 
the various different languages, in the way that numerical symbols are. Bright 
appreciated the lexigraphic nature of Chinese writing (that its symbols stood for 
words, or their parts), which had then recently become accessible in Europe, and 
used that as a model for his purpose. 

Within the next few decades, a more ambitious goal was being pursued, that 
of a universal ‘philosophical language’: that is, a fully designed, artificial language 
that would serve the needs of scientific research. Among those who conceived of 
plans for such a philosophical language, Vivian Salmon refers to William Petty, 
Seth Ward, Francis Lodowick, George Dalgarno and John Wilkins; it was the last 
of these who actually carried out such a plan to the fullest extent, in his famous 
Essay Towards a Real Character and a Philosophical Language, published in 1668. 
Wilkins’ impressive work was the high point in a research effort in which 
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scholars from many countries had been deeply engaged, as they worked towards 
a new conception of the structure and organization of scientific knowledge. 

A ‘philosophical language’ was not simply a means of writing down, and 
hence transmitting, knowledge that had already been gained; more than that, it 
was a means of arriving at new knowledge, a resource for enquiring and for 
thinking with. The ultimate goal in the conception of scientific language design 
was subsequently articulated by Leibniz, who (in Oldroyd’s words) ‘envisaged 
the construction of a general science of symbols which could be applied to experi- 
ence’ - a project, however, which ‘remained unfulfilled in Leibniz’ time and 
remains so to this day’ (op. cit., pp. 104-5). But from the efforts and achieve- 
ments of Wilkins and his contemporaries, and in particular from the extent 
to which the scientists themselves supported and participated in these efforts, 
we can gain a sense of the significance accorded to language in seventeenth- 
century scientific thought. Language was an essential component in enlarg- 
ing the intellectual domain. 

The biggest single demand that was explicitly made on a language of science 
was that it should be effective in constructing technical taxonomies. All natural 
languages embody their own folk taxonomies, of plants and animals, diseases, 
kinship structures and the like; but these are construed in characteristically messy 
ways, because of the need to compromise among conflicting criteria, and they 
were seen rather as an obstacle to developing the systematic technical taxonomies 
that were required by the new science. So when the scientists came to design their 
own artificial languages much of the emphasis was placed on building up regular 
morphological patterns for representing a classificatory system in words. 

Clearly this had to be one ofthe central concerns. Unlike commonsense know- 
ledge, which can tolerate - indeed, depends on - compromises, contradictions 
and indeterminacies of all kinds, scientific knowledge as it was then coming into 
being needed to be organized around systems of technical concepts arranged in 
strict hierarchies of kinds and parts. In the event, none of the artificial languages 
was ever used for the purpose; but the experience of linguistic design that went 
into creating them was drawn upon in subsequent work, for example in con- 
structing systematic nomenclatures for use in botany and in chemistry. Even 
where no special linguistic structures have been developed for the purpose, an 
essential feature of all scientific registers since that time has been their systems of 
technical terms. 

But there is another aspect of scientific language that is just as important as 
its technical terminology, and that is its technical grammar. Interestingly, the 
seventeenth century language planners paid no attention to this. Wilkins’ 
philosophical language did, of course, incorporate a grammar - otherwise it 
would not have been a language, in any practical sense; but it was a grammar of a 
conventional kind, without any of the innovatory thinking that had gone into the 
lexical morphology. Yet if we examine how scientists such as Newton were actu- 
ally using language in their own writings, we find innovations in the grammar 
which are no less striking than those embodied in the construction of technical 
terms. People are, of course, less conscious of grammar than they are of vocabu- 
lary; no doubt this is one reason for the discrepancy. The other reason would 
have been, perhaps, that the grammatical developments were more gradual; they 
were just one further move in a steady progression that had been taking place 
since the time of Thales and Pythagoras in ancient Greece, and they did not 
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involve creating new grammatical forms so much as systematically deploying and 
extending resources that were potentially already there. 

It is convenient to think of the new resources that came into scientific 
English (and other languages: for example the Italian of Galileo) at this time as 
falling under these two headings, the lexical and the grammatical. The ‘lexical’ 
resources were highly visible, in the form of vast numbers of new technical 
terms; what was significant, however, was not so much the terms themselves 
as the potential that lay behind them. On the one hand, as we have seen, they 
could be formed into systematic taxonomic hierarchies; on the other hand, 
they could be added to ad infinitum - today a bilingual dictionary of a single 
branch of a scientific discipline may easily contain 50,000-100,000 entries. The 
‘grammatical’ resources were the constructions of nominal groups and clauses, 
deployed so that they could be combined to construe a particular form of 
reasoned argument: a rhetorical structure which soon developed as the prototypi- 
cal discourse pattern for experimental science. Any passage of Newton’s writings 
could be taken to illustrate these resources, both the lexical and the grammatical, 
for example the following passage taken from the Opticks: 

If the Humours of the Eye by old Age decay, so as by shrinking to make 
the Cornea and Coat of the Crystalline Humour grow flatter than before, 
the Light will not be refracted enough, and for want of a sufficient 
Refraction will not converge to the bottom, of the Eye but to some place 
beyond it, and by consequence paint in the bottom of the Eye a confused 
Picture, and according to the Indistinctness of this Picture the Object 
will appear confused. This is the reason of the decay of sight in old Men, 
and shews why their Sight is mended by Spectacles. For those Convex 
glasses supply the defect of Plumpness in the Eye, and by increasing the 
Refraction make the Rays converge sooner, so as to convene distinctly at 
the bottom of the Eye if the glass have a due degree of convexity. And 
the contrary happens in short-sighted Men whose Eyes are too plump. 
(Newton, 1704, pp. 15-16) 

This is not the place to discuss such language in detail; the relevant features are 
taken up specifically in the chapters that follow. But we can illustrate the two 
sets of resources referred to above. Lexically, expressions such as Crystalline 
Humour (here shown to be a kind of Humour), Refraction (defined earlier 
in association with Reflexion), Convex and convexity (contrasted a few lines 
further down with the Refractions diminished by a Concave-glass of a due 
degree of Concavity) are clearly functioning as technical terms. Grammatically, 
a pattern emerges in which an expression of one kind is followed shortly after- 
wards by a related expression with a different structural profile: 

will not be refracted enough . . . for want of a sufficient Refraction 
paint(.) a confused Picture . . . according to the Indistinctness of this 
Picture 
make the Cornea (.) grow flatter . . . supply the defect of Plumpness in 
the Eye 
those Convex glasses . . . if the Glass have a due degree of convexity. 

In each of these pairs, some verb or adjective in the first expression has been 
reworded in the second as a noun: refracted - Refraction, confused - 
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Indistinctness, [grow] flatter - [the defect of] Plumpness, Convex - 
convexity; and this has brought with it some other accompanying change, such 
as will not be refracted enough - for want of a sufficient Refraction, a 
confused Picture - the Indistinctness of this Picture. In each case a gram- 
matical process has taken place which enables a piece of discourse that was 
previously presented as new information to be re-used as a ‘given’ in the course of 
the succeeding argument. 

But when we observe these two features, technical vocabulary and nom- 
inalized grammar, in a passage of scientific text - even a very short extract like 
the one just cited - we can see that they are interdependent. Creating a technical 
term is itself a grammatical process; and when the argument is constructed by 
the grammar in this way, the words that are turned into nouns tend thereby to 
become technicalized. In other words, although we recognize two different 
phenomena taking place (as we must, in order to be able to understand them), in 
practice they are different aspects of a single semiotic process: that of evolving a 
technical form of discourse, at a particular ‘moment’ in socio-historical time. 

There is no mystery about this being, at one and the same time, both one 
phenomenon and two. When we look at it from the standpoint of the wording - 
lexicogrammatically, or ‘from below’ in terms of the usual linguistic metaphor - 
it involves two different aspects of the language’s resources, one in the word 
morphology, the other in the syntax. When we look at it from the standpoint of 
the meaning - semantically, or ‘from above’ - we see it as a single complex 
semogenic process. Lexicogrammatically, it appears as a syndrome of features of 
the clause; semantically, it appears as a feature of the total discourse. To get a 
rounded picture, we have to be able to see it both ways. 

Here we can, obviously, offer no more than a while-you-wait sketch of one 
facet of the language of science - although an important one; but it will be 
enough, perhaps, to enable us to take the next step in our own argument. The 
language of science is, by its nature, a language in which theories are constructed; 
its special features are exactly those which make theoretical discourse possible. 
But this clearly means that the language is not passively reflecting some pre- 
existing conceptual structure; on the contrary, it is actively engaged in bringing 
such structures into being. They are, in fact, structures of language; as Lemke has 
expressed it, ‘a scientific theory is a system of related meanings’. We have to 
abandon the naive ‘correspondence’ notion of language, and adopt a more con- 
structivist approach to it. The language of science demonstrates rather convin- 
cingly how language does not simply correspond to, reflect or describe human 
experience; rather, it interprets or, as we prefer to say, ‘construes’ it. A scientific 
theory is a linguistic construal of experience. 

But in that respect scientific language is merely foregrounding the construc- 
tive potential of language as a whole. The grammar of every natural language - 
its ordinary everyday vocabulary and grammatical structure - is already a theory 
of human experience. (It is also other things as well.) It transforms our experience 
into meaning. Whatever language we use, we construe with it both that which 
we experience as taking place ‘out there’, and that which we experience as taking 
place inside ourselves - and (the most problematic part) we construe them in a 
way which makes it possible to reconcile the two. 

Since we all live on the same planet, and since we all have the same brain 
capacities, all our languages share a great deal in common in the way experience 
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is construed. But within these limits there is also considerable variation from one 
language to another. Prigogine and Stengers remark, in the Preface to the English 
translation of their book: 

We believe that to some extent every language provides a different way 
of describing the common reality in which we are embedded. (Prigogine 
and Stengers, 1984, p. 31) 

- and they are right. Much of this variation, however, is on a small scale and 
apparently random: thus, the minor differences that exist between English and 
French (the language in which their book was originally written), while irritat- 
ing to a learner and challenging to a translator, do not amount to significantly 
different constructions of the human condition. Even between languages as 
geographically remote as English and Chinese it is hard to find truly convincing 
differences - perhaps the gradual shift in the construction of time from a 
predominantly linear, past/future model at the western end of the Eurasian con- 
tinent (constructed in the grammar as tense) to a predominantly phasal, 
ongoing/terminate model at its eastern end (constructed in the grammar as 
aspect) would be one example, but even there the picture is far from clear. By and 
large there is a fair degree of homogeneity, in the way our grammars construe 
experience, all the way from Indonesia to Iceland. 

This is not really surprising. After all, human language evolved along with 
the evolution of the human species; and not only along with it but as an essential 
component in the evolutionary process. The condition of being human is defined, 
inter alia, by language. But there have been certain major changes in the human 
condition, changes which seem to have taken place because, in some environ- 
ments at least, our populations tend inexorably to expand (see for example 
Johnson and Earle, The Evolution of Human Societies; on p. 16 they sum up their 
findings by saying ‘The primary motor for cultural evolution is population 
growth’). The shift from mobility (hunting and gathering) to settlement 
(husbanding and cultivating) as the primary mode of subsisting was one such 
catastrophic change; this may have been associated with quite significant changes 
in the way experience is construed in language. The classic statement on this issue 
was made by Benjamin Lee Whorf, in his various papers collected under the title 
Language, Thought and Reality; despite having been ‘refuted’ many times over this 
remains as viable as it was when it was first written. More recently, Whorf’s 
ideas have come to be discussed with greater understanding, e.g., by Lee, 1985, 
Lucy, 1985, and Lucy and Wertsch, 1987. 

It would be surprising if there were not some pervasive differences in world 
view between two such different patterns of human culture. Since some sections 
of humanity have continued to pursue a non-settled way of life, it ought to be 
possible to compare the language of the two groups; but this has still not been 
satisfactorily achieved - for two main reasons. One is that the random, local 
variation referred to earlier gets in the way; if we focus on grammatical structure, 
then all types of language will be found everywhere, but it is the underlying 
‘cryptotypic’ grammar that would vary in systematic ways, and we have hardly 
begun to analyse this. The other reason is that many linguists have felt dis- 
couraged by the risk of being attacked as naive historicists (at best, and at worst 
as racists if they ventured to suggest any such thing. But to recognize that the 
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changeover from mobility to settlement, where it took place, was an irrevers- 
ible process is not in any way to attach value to either of these forms of existence. 
The point is important in our present context, because there appear to have been 
one, or perhaps two, comparably significant changes in the course of human 
history, likewise involving some populations and not others; and the ‘scientific 
revolution’ was one. (The other, perhaps equally critical, was the ‘technological re- 
volution’ of the Iron Age.) 

Let us be clear what we are saying here. It is not in dispute that, for whatever 
reason, certain human societies evolved along particular lines following a route 
from mobility to settlement; among those that settled, some evolved from 
agrarian to technological, and some of these again to scientific-industrial. The 
question we are asking is: What part does language play in these fundamental 
changes in the relationship of human beings to their environment? One answer 
might be: none at all. It simply tags along behind, coining new words when new 
things appear on the scene but otherwise remaining unaffected in its content plane 
(its semantics and its grammar). In this view, any changes that took place in 
language were merely random and reversible, like the changes from one to 
another of the morphological language ‘types’ set up in the nineteenth century 
(isolating, agglutinative, inflexional). 

We reject this view. In our opinion the history of language is not separate 
from the rest of human history; on the contrary, it is an essential aspect of it. 
Human history is as much a history of semiotic activity as it is of socio-economic 
activity. Experience is ongoingly reconstrued as societies evolve; such reconstrual 
is not only a necessary condition for their evolution - it is also an integral part of 
it. We have barely started to understand the way this happens (cf. Lemke, 1992); 
partly because, as already stressed, our descriptions of languages are not yet 
penetrating enough, but also because we do not yet fully comprehend how 
semiotic systems work. (We shall come back to this point below.) But while we 
may not yet understand how meaning evolved, this is no reason for denying that 
it did evolve, or for assuming that all semantic systems were spontaneously 
created in their present form. 

When we come to consider a special variety of a language, such as the 
language of science, we may be better able to give some account of how this 
evolved; not only has it a much shorter history, but also we can assume that 
whatever special features it has that mark it off from other varieties of the 
language have some particular significance in relation to their environment. Or 
rather, we can assume that they had some particular significance at the time they 
first appeared; it is a common experience for such features to become ritualized 
over the course of time, once the social context has changed, but it is virtually 
certain that they would have been functional in origin. We shall try to show, in 
the chapters which follow, something of the extraordinarily complex ideological 
edifices which are constructed and maintained by scientific discourse, and how 
the grammar has evolved to make this discourse possible. We shall also try to 
show how, in the process, the grammar has been reconstruing the nature of 
experience. 

It is not too fanciful to say that the language of science has reshaped our 
whole world view. But it has done so in ways which (as is typical of many 
historical processes) begin by freeing and enabling but end up by constraining and 
distorting. This might not matter so much if the language of science had 
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remained the special prerogative of a priestly caste (such a thing can happen. 
when a form of a language becomes wholly ceremonial, and hence gets mar- 
ginalized). In our recent history, however, what has been happening is just 
the opposite of this. A form of language that began as the semiotic underpinning 
for what was, in the worldwide context, a rather esoteric structure of knowledge 
has gradually been taking over as the dominant mode for interpreting human 
existence. Every text, from the discourses of technocracy and bureaucracy to the 
television magazine and the blurb on the back of the cereal packet, is in some way 
affected by the modes of meaning that evolved as the scaffolding for scientific 
knowledge. 

In other words, the language of science has become the language of literacy. 
Having come into being as a particular kind of written language, it has taken 
over as model and as norm. Whether we are acting out the role of scientist 
or not, whenever we read and write we are likely to find ourselves conjured into 
a world picture that was painted, originally, as a backdrop to the scientific 
stage. This picture represents a particular construction of reality; as Prigogine 
and Stengers remind us, 

Whatever reality may mean, it always corresponds to an active intellec- 
tual construction. The descriptions presented by science can no longer be 
disentangled from our [i.e., the scientists’] questioning activity. (Prigogine 
and Stengers, p. 55) 

But it is a picture that is far removed from, and in some ways directly opposed 
to, the ‘reality’ of our ordinary everyday experience. Of course, this too is a con- 
struct; it is constructed in the grammar of the ordinary everyday language - the 
‘mother tongue’ that first showed us how the world made sense. But that simply 
makes it harder for us to accept a new and conflicting version. If you feel that, as 
a condition of becoming literate, you have to reject the wisdom you have learnt 
before, you may well decide to disengage. The ‘alienation’ that we referred to at 
the beginning is in danger of becoming - some might say has already become - 
an alienation from the written word. 

In the chapters which follow, we have tried to present a rounded picture of 
the language of science the way it has evolved as a variety of present-day English. 
In Part 1, the perspective is that of a user: that is, scientific English is treated as 
something ‘in place’, and then explored both as system (looked at historically) 
and as process (‘at work’ in scientific texts). In Part 2, the perspective is that of a 
learner: the language is presented as something to be mastered, and then explored 
as a resource for constructing knowledge and achieving control. 

In each of these perspectives, we have given prominence to the lexico- 
grammatical characteristics of scientific writing. We should therefore make it 
clear that, in concentrating on the grammar, we are not excluding from the 
picture the generic aspects of scientific discourse; questions of genre are clearly 
significant (and are in fact taken up in Part 2). The structure of a scientific paper 
was explicitly debated by the founders of the Royal Society in London; and 
although ideas have changed about what this structure should be, editors of 
journals have always tended to impose their rather strict canons of acceptable 
written presentation, as regards both the textual format and (more recently also) 
the interpersonal style. But this aspect of scientific discourse has been rather 
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extensively treated (for example in Charles Bazerman’s book Shaping Written 
Knowledge); whereas almost no attention has been paid to the distinctive features 
of its grammar. Yet it is the grammar that does the work; this is where know- 
ledge is constructed, and where the ideological foundations of what constitutes 
scientific practice are laid down. 

The evolution of science was, we would maintain, the evolution of scien- 
tific grammar. We do not mean by this scientific theories of grammar - a 
scientific ‘grammatics’; we mean the grammatical resources of the natural 
languages by which science came to be construed. In case this seems far-fetched, 
let us make the point in two steps. The evolution of science was the evolution of 
scientific thought. But thought - not all thought, perhaps, but certainly all 
systematic thought - is construed in language; and the powerhouse of a language 
is its grammar. The process was a long and complex one, and it has hardly yet 
begun to be seriously researched; but we can try, very briefly, to identify some of 
the milestones along the way. We shall confine our account to western science, 
because it was in the west that the move from technology into science first took 
place; but it should be remembered that the original languages of technology 
evolved more or less simultaneously in the three great iron-age cultures of China, 
India and the eastern Mediterranean. 

As a first step, the early Greek scientists took up and developed a particular 
resource in the grammar of Greek, the potential for deriving from the lexical stem 
of one word another word of a different class (technically, the transcategorizing 
potential of the derivational morphology). Within this, they exploited the poten- 
tial for transforming verbs and adjectives into nouns. In this way they generated 
ordered sets of technical terms, abstract entities which had begun as the names of 
processes or of properties, like motion, weight, sum, revolution, distance - 
or in some cases as the names of relations between processes, like cause. 
Secondly, these scholars - and more specifically the mathematicians - devel- 
oped the modifying potential of the Greek nominal group; in particular, the 
resource of extending the nominal group with embedded clauses and prep- 
ositional phrases. In this way they generated complex specifications of bodies and 
of figures; these functioned especially as variables requiring to be measured, for 
example the square on the hypotenuse of a right-angled triangle. As in 
English (where the structure of the nominal group is very similar) this device was 
applicable recursively; its semogenic power can be seen in mathematical 
expressions such as the following from Aristarchus of Samos: 

The straight line subtending the portion intercepted within the earth’s 
shadow of the circumference of the circle in which the extremities of the 
diameter of the circle dividing the dark and the bright portions in the 
moon move . . . (Heath, 1913, p. 393) 

These resources were then taken over by calquing (systematic translation of the 
parts) into Latin - without much difficulty, since the two languages were related 
and reasonably alike (although the second step was slightly problematic because 
the Latin nominal group was less inclined to accommodate prepositional phrases). 

More than anything else, these two potentials of the grammar, that for turn- 
ing verbs or adjectives into nouns, and that for expanding the scope of the 
nominal group - including, critically, the potential of combining the two 
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together - opened up a discourse for technology and the foundations of science. 
In Byzantium, where Greek remained the language of learning, this discourse 
was eventually absorbed into Arabic, which had itself meanwhile emerged 
independently as a language of scholarship. In western Europe, where Latin took 
over, it continued to evolve into medieval times; by then, however, while the 
outward form was still Latin, the underlying semantic styles were those of the 
next generation of spoken languages, Italian, Spanish, French, English, German 
and so on, and further developments, even if first realized in Latin, were more an 
extension of these languages than of Latin itself. Probably the main extension of 
the grammar that took place in medieval Latin was in the area of relational 
processes (types of ‘being’), which construed systems of definitions and tax- 
onomies of logical relationships. 

Early examples in English of the language of medieval technology and 
science can be found in Chaucer’s Treatise on the Astrolabe and Equatory of Planets. 
For scientific English these serve as a useful point of departure. If one then 
compares the language of these texts with that of Newton, one can sense the 
change of direction that is being inaugurated in Newton’s writing, where the 
grammar undergoes a kind of lateral shift that leads into ‘grammatical metaphor’ 
on a massive scale. Examples such as those given earlier, where e.g., will not be 
refracted enough is picked up by for want of a sufficient Refraction, are 
seldom found in the earlier texts. Expressions such as a sufficient Refraction 
and the indistinctness of this Picture, each by itself so slight as to be almost 
unnoticeable, foreshadow a significant change of orientation in the discourse. 

Why do we say these constitute a grammatical metaphor? Because a process, 
that of ‘refracting’, which was first construed as a verb (the prototypical 
realization of a process), then comes to be reconstrued in the form of a noun (the 
prototypical realization of a thing). The second instance is metaphorical with 
respect to the first, in the same way that the shift from imagination to painted 
scenes and pageants of the brain (from Abraham Cowley, quoted by Peter 
Medawar, 1984 in Pluto’s Republic, p. 48) is metaphorical. Here, ‘the faculty of 
producing mental images’ is first represented ‘literally’ as imagination and 
then re-represented as pageants which literally represents ‘elaborate colourful 
parades’; this is metaphor in its regular, lexical sense. In grammatical metaphor, 
instead of a lexical transformation (of one word to another) the transformation is 
in the grammar - from one class to another, with the word (here the lexical item 
refract-) remaining the same. In the same way, in a confused Picture . . . the 
Indistinctness of this Picture a property, ‘unclear’, which was first construed as 
an adjective (the prototypical realization of a property), likewise comes to be 
reconstrued as a noun. (Here there happens to be also a lexical change, from 
confused to indistinct; but this does not involve any further metaphor.) 

Now of course there has always been grammatical metaphor in language, 
just as there has always been lexical metaphor; the original derivations of nouns 
as technical terms in ancient Greek were already in this sense metaphorical. But 
there are certain significant differences between these and the later developments. 
The earlier process was one of transcategorization within the grammar; the mean- 
ing construed in this way is a new technical abstraction forming part of a 
scientific theory, and its original semantic status (as process or property) is 
replaced by that of an abstract theoretical entity - thus motion and distance are 
no longer synonymous with moving and (being) far. This semogenic process 
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did not of course come to an end; it continues with increasing vigour - it is hard 
to guess how many new technical terms are created in English each day, but it 
must amount to quite a considerable number. But in the later development the 
nominalized form is not in fact being construed as a technical term; rather, it is a 
temporary construct set up to meet the needs of the discourse, like plumpness or 
indistinctness, which still retain their semantic status as properties. We can think 
of instances like these, of course, as being technicalized for the nonce, and such 
‘instantial’ technicalizations may in time evolve into technical terms; but there is 
still a difference between the two. This difference can be seen in our first 
example, where refraction is being used not in its role as a technical term of 
the theory but as a metaphorical nominalization of the verb refracted - and 
so brings with it a little cluster of other grammatical metaphors, whereby the 
expression of the degree of the process, construed (in prototypical fashion) 
adverbially as not . . . enough, is reconstrued metaphorically as a noun want 
plus an adjective sufficient modifying the metaphorized process refraction (for 
want of a sufficient Refraction, where Refraction is still referring to the 
process of being refracted). 

Such a small beginning may hardly seem worthy to be mentioned. But there 
is a steady, unbroken evolution in scientific English from this small beginning to 
the kinds of wording which are typical of written science today: 

A further consequence of the decreasing electronegativity down Group 
VII is that the relative stability of the positive oxidation states increases 
with increasing relative atomic mass of the halogen. (Hill and Holman, 
1978, p. 243) 

Let us imagine a hypothetical universe in which the same time- 
symmetric classical equations apply as those of our own universe, but for 
which behaviour of the familiar kind (e.g., shattering and spilling of 
water glasses) coexists with occurrences like the time-reverses of these. 
(Penrose, 1989, p. 397) 

The subsequent development of aerogels, however, was most strongly 
promoted by their utility in detectors of Cerenkov radiation. (Fricke, 
1988, p. 93) 

Here the effect of grammatical metaphor can be clearly seen, in expressions such 
as: the development of SC was promoted by their utility in y (less metaphorically, 
x were developed because they could be used in y); behaviour of the familiar 
kind, e.g., x-ing of y, coexists with occurrences like I-W (less metaphorically, 
things behave not only in familiar ways, like y x-ing, but also in ways where the 
w is z-ed); the relative stability of x increases with increasing y of .z (less 
metaphorically, x becomes more stable as z acquires more y). These examples 
were not drawn from academic journals; they were taken from randomly opened 
pages of a senior secondary textbook, a book written for non-specialists, and an 
issue of the Scientt$c American. Articles written for specialists typically display a 
considerably denser concentration of grammatical metaphor, which reaches an 
extreme in the abstracts that areprovided at the beginning. 
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The birth of science, then (if we may indulge in a well-worn lexical meta- 
phor), from the union of technology with mathematics, is realized semiotically 
by the birth of grammatical metaphor, from the union of nominalization with 
recursive modification of the nominal group. This emerging variety of what 
Whorf called ‘Standard Average European’, instantiated for example in Galileo’s 
Italian and in Newton’s English (in reality, of course, a far more Complex 
construction than this brief sketch can hope to suggest), provided a discourse for 
doing experimental science. The feature we have picked out as salient was one 
which enabled complex sequences of text to be ‘packaged’ so as to form a single 
element in a subsequent semantic configuration. 

But by the same token, something else was also happening at the same time. 
When wordings are packaged in this way, having started off as (sequences of) 
clauses, they turn into nominal groups, like the subsequent development of 
aerogels nominalized from aerogels (were) subsequently developed. It is this 
nominalization that enables them to function as an element in another clause. 
But it also has another effect: it construes these phenomena as if they were things. 
The prototypical meaning of a noun is an object; when stable, behave, occur, 
develop, useful are regrammaticized as stability, behaviour, occurrence, de- 
velopment, utility they take on the semantic flavour of objects, on the model 
of the abstract objects of a technical taxonomy like radiation, equation and 
mass. Isolated instances of this would by themselves have little significance; but 
when it happens on a massive scale the effect is to reconstrue the nature of experi- 
ence as a whole. Where the everyday ‘mother tongue’ of commonsense know- 
ledge construes reality as a balanced tension between things and processes, the 
elaborated register of scientific knowledge reconstrues it as an edifice of things. It 
holds reality still, to be kept under observation and experimented with; and in 
SO doing, interprets it not as changing with time (as the grammar of clauses 
interprets it) but as persisting - or rather, persistence - through time, which is 
the mode of being of a noun. 

This is a very powerful kind of grammar, and it has tended to take over and 
become a norm. The English that is written by adults, in most present-day 
genres, is highly nominalized in just this way. Discourse of this sort is probably 
familiar to all of us: 

Key responsibilities will be the investment of all domestic equity port- 
folios for the division and contribution to the development of investment 
strategy. (Sydney Morning Herald, 1 February 1992, p. 32) 

But whereas this nominalizing was functional in the language of science, since it 
contributed both to technical terminology and to reasoned argument, in other 
discourses it is largely a ritual feature, engendering only prestige and bureaucratic 
power. It becomes a language of hierarchy, privileging the expert and limiting 
access to specialized domains of cultural experience. 

Lemke characterizes a language as a dynamic open system: a system that is 
not stable, but is metastable, able to persist through time only by constantly 
changing in the course of interacting with its environment. One way in which a 
language typically changes is that new registers or functional varieties evolve 
along with changing historical conditions. The evolution of a register of science is 
a paradigm example of this. 
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The ‘scientific revolution’ took place in the context of the physical sciences; 
it was here that the new conception of knowledge was first worked out. Thus the 
leading edge of scientific language was the language of the physical sciences, and 
the semantic styles that evolved were those of physical systems and of the math- 
ematics that is constructed to explain them. This discourse was then extended to 
encompass other, more complex kinds of system: first biological, then social 
systems. In calling these ‘more complex’, we are obviously not comparing them 
in terms of some overall measure of complexity; we are referring specifically to 
their relationship to each other as classes of phenomena. A physical system, at 
least as construed in classical Newtonian physics, is purely physical in nature; but 
a biological system is both biological and physical, while a social system is at 
once all three. Hence it was progressively more difficult to understand the kind of 
abstraction that was involved in construing these various systems: a ‘biological 
fact’ is more problematic than a ‘physical fact’, and a ‘social fact’ is more prob- 
lematic still. To put this in other terms, the relationship of an observable instance 
to the underlying system changes with each step; and the grammar, which devel- 
oped around the semantics of a physical fact, has to come to terms with, and to 
naturalize, each of these new types of instantiation. 

What the grammar does, as we have seen, is to construe phenomena of any 
kind into a scientific theory. While there is some minor variation among the 
different languages in the way this is typically done - for example between 
English and French, where the former constructs reality more along empiricist, 
the latter more along rationalist lines - the grammar of scientific theory is 
largely in common. But what kind of a system is a scientific theory? A theory is a 
system of yet another kind - a semiotic system. A semiotic system is a system of 
the fourth order of complexity: that is, it is at the same time physical and biologi- 
cal and social. 

The most general case of a semiotic system is a language (in the prototypical 
sense of this term: a natural language, spoken by adults, and learnt as a mother 
tongue). This involves a physical medium (typically sound waves), a biological 
organism as transmitter/receiver, and an interactive social order. Such a system 
constitutes, as we have expressed it, a general theory of experience: with it we 
construe our commonsense knowledge of the world, the ‘reality’ that lies about 
us and inside us. But construing organized knowledge, in the shape of a scientific 
theory, means evolving a dedicated semiotic system: a special register of a 
language which will be orthogonal to, and at the same time a realization of, a 
system (or rather a universe of systems) of one or more of these four kinds. 

It seems to have taken two or three generations for people to come to terms 
with each new kind of system. If we use the century as a crude but convenient 
peg, we can say that physical systems were interpreted in the seventeenth and 
eighteenth centuries, biological systems in the nineteenth century and social 
systems in our own twentieth century. Of course, scholars had always been 
thinking about systems of the more complex kinds, and had tried to account for 
their special characteristics; already, among the ancient Greek scholars, the Stoics 
had recognized the need for a special theory of the sign to account for semiotic 
systems such as language. But in the main currents of thought the natural strategy 
was to map the more complex system on to a kind that is well understood. Thus 
the modern period language was modelled first as matter, then as matter plus 
hfe; until in the early twentieth century Saussure imported from sociology the 
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concept of value. Since a language is a phenomenon of all these kinds, it was 
possible to learn a great deal about it; but what was learnt did not yet amount to a 
science of language, because the special nature of semiotic systems had not yet 
been understood. Language has a fourth sphere of action, one that lies beyond 
those of matter, of life and of value; it has meaning. The unique property of 
semiotic systems is that they are systems of meaning. 

Meaning arises when a dynamic open system of the social kind - one based 
on value - becomes stratified. Stratification is the feature that was first 
adumbrated in the classical theory of the sign; the technical name for the relation- 
ship that is brought about by stratifying is realization. We discuss below how 
the concept of realization may best be construed in a theory of language, given 
that we still understand relatively little about it. Lemke has suggested that it may 
be formalized through the notion of ‘metaredundancy’ (1984) as the analogue of 
the cause and effect of a classical physical system. But it is widely misinterpreted; 
nearly a century after Saussure there are still those who treat it as if it was a 
relation of cause and effect, asking about a a strata1 relationship such as that 
between semantics and lexicogrammar the nai’ve question ‘which causes which?‘. 
Realization is a relationship of a very different kind, more akin to that of token 
and value, where the two can only come into existence, and remain in existence, 
simultaneously. 

Linguists often notice how, when highly sophisticated thinkers from other 
sciences turn their attention to language, they often ignore altogether the findings 
of linguistics and regress to treating language at the level at which it is presented 
in the early years of secondary school. We agree that this is a pity; but we are 
inclined rather to seek the reason why they do it. To us it seems that this happens 
because they consider that linguistics has not yet evolved into a science; in the 
formulation we used earlier, the nature of a ‘semiotic fact’ is still not properly 
understood. In our view the twentieth-century scholar who came nearest to this 
understanding was Hjelmslev, with significant contributions from Whorf, from 
Firth and from Trubetzkoy; one of the few who have tried to build on 
Hjelmslev’s work is Sydney Lamb. Chomsky oriented linguistics towards philos- 
ophy, where it had been located for much of its earlier history; but that did not 
turn it into a science. As one of the leaders of contemporary linguistics, Claude 
Hagege, has pointed out, it is the working practices of scientists - how they 
construct theories to explain the phenomena of experience - that provide the 
model for those (including linguists) who want to ‘do science’, rather than 
philosophers’ interpretations of these, which are theories constructed to explain 
how scientists work. 

There is no virtue in doing science for its own sake; and in any case linguis- 
tics does not become ‘scientific’ by slavishly following the methods of the phy- 
sical or other sciences. If the semiotic sciences do develop alongside the others this 
will change our conception of what ‘doing science’ means. It will not change the 
principles of theory construction, or the essentially public nature of scientific 
activity; but it will add a new type of instantiation, and hence a new relatibn 
between the observer and the phenomenon, which will broaden our conception 
of possible kinds of reality. At present, because the relation between observable 
instance and underlying system is obscure there is a huge gulf in linguistics 
between the study of language and the study of text; and this is of practical 
significance, in that it adversely affects all forms of activity involving language, 
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whether in language education, language pathology or language planning. In this 
respect, at least, there would seem to be room for a more ‘scientific’ approach. 

Clearly whatever limitations there are to our understanding of language as a 
whole apply also to our understanding of the language of science. We have tried 
in the chapters in this book to close the gap between the system and the instance 
- which are, in fact, different observer positions, not different phenomena - 
and to interpret the language of science both as system, or potential, and as 
instantiated in text. We find it helpful, in this context, to locate it in its historical 
dimension - or rather, its historical dimensions, because a semiotic system 
moves along three distinct axes of time. First there is phylogenetic time: the 
system itself evolves, and here ‘system’ may refer to human language as a whole, 
to a specific language such as English, or to a specific variety of a language, like 
scientific English. Secondly, there is ontogenetic time: the language of each 
human being grows, matures and dies. Thirdly there is what we might call 
‘logogenetic’ time, using logos in its original sense of ‘discourse’: each text 
unfolds, from a beginning through a middle to an end. 

We confront all of these histories when we come to explain grammatical 
metaphor in the language of science. Given a pair of variants like (how/that) 
aerogels subsequently developed and the subsequent development of aer- 
ogels, if we view them synoptically all we can say is that each one is metaphor- 
ical from the standpoint of the other. But if we view them as related in time, then 
there is a clear temporal priority. The clausal variant precedes the nominal one in 
all three dimensions of history: it evolved earlier in the English language (and 
probably in human language as a whale); it appears earlier in life, as children 
develop their mother tongue; and it tends to come at an earlier point in the 
unfolding of a particular text. It is these dynamic considerations that lead us to 
call the nominal variant metaphorical. 

Can we discern any general historical trends that are relevant to the language 
of science? It seems to us that two things are happening that may influence the 
way the language of science goes on to evolve in the future. One is that semiotic 
processes are all the time becoming relatively more prominent in human life in 
general; the other is that systems of other kinds are coming to be interpreted 
more and more in semiotic terms. In both these developments language is at the 
centre, and in particular the language of systematized knowledge. However, it 
also seems to us that in both these contexts this language is likely to change, and 
to change in a particular direction. Language is, as we have tried to suggest, both 
a part of human history and a realization of it, the means whereby the historical 
process is construed. This is what we mean by language as ‘social semiotic’: while 
it accommodates endless random variation of a local kind, in its global evolution 
it cannot be other than a participant in the social process. 

It is a truism to say that we are now in the midst of a period of history when 
people’s lifestyles are changing very fast. With our late twentieth-century tech- 
nology, many of us no longer spend our time producing and exchanging goods 
and services; instead, we produce and exchange information. The hub of a city of 
the industrial revolution was its railway station or its airport, where people and 
their products were moved around; that of a twenty-first-century city - a ‘multi- 
function polis’, as it has been ineptly named - will be (we are told) its infor- 
mation centre, or teleport. The citizens of Osaka, who regard their city as the 
technological capital of the world (what Osaka thinks today Tokyo will think 
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tomorrow), call it an ‘information-oriented international urban complex of the 
twenty-first century’; its teleport will be 

an information communication base integrating satellite and overland 
optical fibre network communications systems; it is a port of infor- 
mation communication. (Osaka Port and Harbour Bureau, 1987, p. 7) 

In this sort of environment, people will be interfacing more and more with 
semiotic systems and less and less with social, biological or physical ones - a 
way of life that is familiar to many human beings already. 

As a concomitant of this, scientists are increasingly using semiotic models to 
complement their physical and biological models of the universe. This began 
with relativity, as David Bohm makes clear: 

A very significant change of language is involved in the expression of the 
new order and measure of time plied [sic] by relativistic theory. The 
speed of light is taken not as a possible speed of an object, but rather as 
the maximum speed of propagation of a signal. Heretofore, the notion of 
signal has played no role in the underlying general descriptive order of 
physics, but now it is playing a key role in this context. 

The word ‘signal’ contains the word ‘sign’, which means ‘to point 
to something’ as well as ‘to have significance’. A signal is indeed a kind 
of communication. So in a certain way, significance, meaning, and com- 
munication become relevant in the expression of the general descriptive 
order of physics (as did also information, which is, however, only a part 
of the content or meaning of a communication). The full implications 
of this have perhaps not yet been realized, i.e., of how certain very 
subtle notions of order going far beyond those of classical mechanics 
have tacitly been brought into the general descriptive framework of 
physics. (Bohm, 1980, p. 123) 

Many physical, chemical and biological phenomena are coming to be interpreted 
as semiotic events. Prigogine and Stengers give the example of periodic chemical 
processes (‘chemical clocks’) that occur in far-from-equilibrium states of matter: 

Suppose we have two kinds of molecules, ‘red’ and ‘blue’. Because of the 
chaotic motion of the molecules, we would expect that at a given 
moment we would have more red molecules, say, in the left part of 
a vessel. Then a bit later more blue molecules would appear, and so 
on. The vessel would appear to us as ‘violet’, with occasional irregular 
flashes of red or blue. However, this is not what happens with a chemical 
clock; here the system is all blue, then it abruptly changes its colour to 
red, then again to blue. Because all these changes occur at regular time 
intervals, we have a coherent process. 

Such a degree of order stemming from the activity of billions of 
molecules seems incredible, and indeed, if chemical clocks had not been 
observed, no one would believe that such a process is possible. To 
change colour all at once, molecules must have a way to ‘communicate’, 
The system has to act as a whole. We will return repeatedly to this key 
word, communicate, which is of obvious importance in so many fields, 
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from chemistry to neurophysiology. Dissipative structures introduce 
probably one of the simplest physical mechanisms for Communication. 
(Prigogine and Stengers, 1984, pp. 147-S) 

Here ‘communicate’ is picked out as a ‘key word’, a word that is ‘of obvious 
importance in so many fields’. But this, in fact, is where we have to demur. The 
word ‘communicate’ in itself is of very little importance; nor is the fact that ‘the 
word “signal” contains the word “sign”‘, whatever that ‘contains’ is taken to 
mean. What is important is the system of meanings that constitute a scientific 
theory of communication (that is, of semiotic systems and processes), and the 
lexicogrammatical resources (the ‘wordings’ as a whole) by which these meanings 
are construed. 

And here we come to a problem and a paradox. The problem is this. The 
language of science evolved in the construal of a special kind of knowledge - 
a scientific theory of experience. Such a theory, as we have said, is a semiotic 
system; it is based on the fundamental semiotic relation of realization, inhering in 
strata or cycles of token and value. But this means that scientists have all along 
been treating physical and biological processes as realizations - and hence as 
inherently communicative (Prigogine and Stengers refer to science as ‘man’s 
dialogue with nature’). (We are using ‘system’ always as a shorthand term for 
‘system-and-process’; communicating is simply semiotic process.) The problem, 
now that semiotic systems are being explicitly invoked as explanatory models in 
science, is to direct the beam of scientific enquiry on to such systems and study 
them as phenomena in their own right. They can hardly serve an explanatory role 
if they are not themselves understood. 

The prototype of a semiotic system is, as we have said, a natural language; 
and this leads us in to the paradox. In adapting natural languages to the construc- 
tion of experimental science, the creators of scientific discourse developed power- 
ful new forms of wording; and these have construed a reality of a particular kind 
- one that is fixed and determinate, in which objects predominate and processes 
serve merely to define and classify them. But the direction of physics in the twen- 
tieth century has been exactly the opposite: from absolute to relative, from object 
to process, from determinate to probabilistic, from stability to flow. Many 
writers have been aware of the contradiction that this has brought about, and 
have hoped somehow to escape from it by redesigning the forms of language - 
without realizing, however, that it is not language as such, but the particular 
register of scientific language, that presents this overdeterminate face. The 
language they learnt at their mothers’ knees is much more in harmony with their 
deepest theoretical perceptions. 

SO while there is no reason to doubt that the language of science, as a variety 
of present-day English (and its counterpart in other languages), will continue 
to evolve in the twenty-first century, we may expect that it will change 
somewhat in its orientation. It is likely to shift further towards semiotic explana- 
tions, both at the highest level of scientific abstraction and at the technological 
level in line with the ‘information society’ (the vast output of computer 
documentation has already constituted a special sub-register at this level). But at 
the same time it is likely to back off from its present extremes of nominalization 
and grammatical metaphor and go back to being more preoccupied with 
processes and more tolerant of indeterminacy and flux. 
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In order to do this while still functioning at the technical and abstract level of 
scientific discourse the grammar would need to be restructured in significant 
ways. This would not be a matter of inventing a few new verbs; it would mean 
recasting the nominal mode into a clausal one while developing the verbal group 
as a technical resource. Note in this connection Who&s observation about Hopi: 

Most metaphysical words in Hopi are verbs, not nouns as in European 
languages . . . Hopi, with its preference for verbs, as contrasted with our 
own liking for nouns, perpetually turns our propositions about things 
into propositions about events. (Whorf, 1950, pp. 61-63) 

It is doubtful whether this could be done by means of design; a language is an 
evolved system, and when people have tried to design features of language they 
have almost always failed - although it has to be said that they have usually 
done so without knowing much about what language is or how it works. But 
however it came about, any change of this kind would have important social 
consequences, because it would help to lessen the gap between written language 
and spoken, and between the commonsense discourse of home and neighbour- 
hood and the elaborated discourse of school and the institutions of adult life. 

Two other factors seem to tend in the same direction. One is the way that 
information technology has developed. The semotechnology of the scientific 
revolution was print; this made the written language predominant, and greatly 
exaggerated the difference between writing and speech. Eventually the status of 
writing was undermined by speech technology - telephone and radio; this 
redressed the balance somewhat but did not bring the two closer together. The 
disjunction is being overcome, however, by tape recorders and computers: 
spoken language can now be preserved through time as text, while written 
language can be scrolled in temporal sequence up the screen. Instead of artificially 
forcing the two apart, the new technology tends to mix them up together; as 
happens for example in electronic mail, which is an interesting blend of spoken 
and written forms. 

But there is another, deeper tendency at work, a long-term trend - how- 
ever faltering and backtracking - towards more democratic forms of discourse. 
The language of science, though forward-looking in its origins, has become 
increasingly anti-democratic: its arcane grammatical metaphor sets apart those 
who understand it and shields them from those who do not. It is elitist also in 
another sense, in that its grammar constantly proclaims the uniqueness of the 
human species. There are signs that people are looking for new ways of meaning 
- for a grammar which, instead of reconstructing experience so that it becomes 
accessible only to a few, takes seriously its own beginnings in everyday language 
and construes a world that is recognizable to all those who live in it. We would 
then no longer be doomed, as Prigogine and Stengers put it, ‘to choosing 
between an antiscientific philosophy and an alienating science’. (Prigogine and 
Stengers, 1984, p. 96) 
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Chapter 2 

The Model 

Systemic Functional Linguistics 

In this book, as already noted, our general approach has been to reason 
grammatically about the language of science. For this task we have used the 
theoretical framework of systemic functional linguistics. Systemic functional 
linguistics (hereafter abbreviated to ‘SFL’) has been evolved as a tool for 
participating in political processes. Seeing that the theory and practice of science, 
and science education, have a central place in our political life, it seems natural for 
us to adopt a systemic functional perspective. 

What are the special features of SFL, as it continues to evolve, that make it 
effective for an investigation of this kind? It seems to us that it has five 
orientations that are critical in this respect - and that may be critical in another 
respect alluded to above, namely that of evolving a scientific discourse for lan- 
guage itself. We will summarize these five orientations here, and then go on to 
present a brief overview of the systemic functional model. 

Rule/resource - To begin, SFL is oriented to the description of language 
as a resource for meaning rather than as a system of rules. It is oriented, in other 
words, to speakers’ meaning potential (what they can mean) rather than 
neurologically based constraints on what they can say. This orientation has made 
it easier for us to focus on the semogenesis of scientific discourse, including phylo- 
genesis (evolution in the professional community), ontogenesis (apprenticeship in 
education) and logogenesis (development in text) - with genesis interpreted as 
expanding meaning potential. 

Sentence/text - Second, SFL is concerned with texts, rather than sentences, 
as the basic unit through which meaning is negotiated. It treats grammar, in other 
words, as the realization of discourse - from which emerges the conception of a 
functional grammar, naturally related to its text semantics (as opposed to an 
autonomous syntax). This concern has made it possible for us to reason gram- 
matically about the semantic organization of scientific texts and the systems of 
meaning they instantiate. 

Text/context - Third, SFL focusses on solidary relations between texts and 
social contexts rather than on texts as decontextualized structural entities in their 
own right. It looks, in other words, for solidary (i.e., mutually predictive) relation- 
ships between texts and the social practices they realize, deliberately sidestepping 
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The Model 

the question of the role of mental organs in human behaviour - but with 
semiosis as the resolution of the engagement of physical, biological and social 
resources (i.e., consciousness) in our species. This focus has encouraged US to 

shunt between science as institution and science as text, as two complementary 
perspectives on scientific discourse. 

Expressing/construing meaning - Fourth, SFL is concerned with lan- 
guage as a system for construing meaning, rather than as a conduit through 
which thoughts and feelings are poured. In other words, it views language as a 
meaning-making system rather than a meaning-expressing one. This concern has 
made it easier for us to focus on the role of grammar in constructing the un- 
commonsense interpretation of reality which distinguishes science as a discipline. 

Parsimony/extravagance - Finally, SFL is oriented to extravagance, rather 
than parsimony. It is oriented, in other words, to developing an elaborate model 
in which language, life, the universe and everything can be viewed in commun- 
icative (i.e., semiotic) terms. For us this has meant that there is usually enough 
descriptive power around for the deconstructive task at hand; and if not, there is 
room, both theoretical and social, to invent it (cf. Trevarthen, 1992). 

It should perhaps be stressed at this point that we do not view our gram- 
matically based deconstructions of text in social contexts (linguistics writ large) as 
exclusive; quite the contrary, we have found that by broadening our coverage as 
far as possible in these linguistic terms we have been able to negotiate much more 
effectively with scholars in related fields than had we sat back and done our bit, 
working within the confines of a parsimonious model of language as a set of rules 
- rules defining neurological limitations on the formation of decontextualized 
sentences (which are arbitrarily related to their meaning and use). The thrust of 
our work has been transdisciplinary, rather than interdisciplinary, in this respect. 

The Model 

In the remainder of this introduction we would like to present a brief overview of 
the systemic functional model of language’ informing our work. For a more 
detailed introduction to the model see Matthiessen and Halliday 1992. The gram- 
matical analyses used throughout the volume are based on Halliday 1985a/1993; 
the discourse and context analyses assumed in Part 2 are drawn from Martin 
(1992). This overview is organized around the headings: Plane, Metafunction, 
Stratification, Rank, Realization and Perspective. 

Plane - Language and Context 

As noted above, SFL treats language and social context as complementary 
abstractions, related by the important concept of realization (outlined in more 
detail later). Consider for example the following footnote from Stephen Jay 
Gould’s Wonderful L$e: the Burgess Shale and the nature of history. 

A properly defined group with a single common ancestor is called mon- 
ophyletic. Taxonomists insist upon monophyly in formal classification. 
However, many vernacular names do not correspond to well-constituted 
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evolutionary groups because they include creatures with disparate 
ancestries - ‘polyphyletic’ groups in technical parlance. For example, 
folk classifications that include bats among birds, or whales among fishes 
are polyphyletic. The vernacular term animal itself probably denotes a 
polyphyletic group, since sponges (almost surely) and probably corals 
and their allies as well, arose separately from unicellular ancestors - 
while all other animals of our ordinary definitions belong to a third 
distinct group. The Burgess Shale contains numerous sponges, and prob- 
ably some members of the coral phylum as well, but this book will treat 
only the third great group - the coelomates, or animals with a body 
cavity. The coelomates include all vertebrates and all common inver- 
tebrates except sponges, corals, and their allies. Since the coelomates 
are clearly monophyletic (Hanson, 1977), the subjects of this book form 
a proper evolutionary group. (Gould, 1989, p. 38) 

This footnote is a kind of text - a piece of language. We can write it on the 
page, read it, it’s a thing and we can do things to it. Significantly, it’s a semiotic 
thing, and so the things we do to it are acts of meaning. We call it a text - an 
instance of language in use. At the same time the text is in some sense about 
something - in this case the social practice whereby scientists classify living 
things. Gould is here apprenticing readers into one aspect of this social practice 
- the convention whereby ‘taxonomists insist on monophyly in formal clas- 
sification’. This social practice can itself be construed semiotically; this is 
the linguistic reading given to context in social semiotic theory. And since 
taxonomizing is itself very much a semiotic process (i.e., a reworking of common- 
sense classifications into un-commonsense ones), this perspective is an especially 
appropriate one. 

In order to model the relationship between language and social context we 
can use the image of concentric circles as in Figure 2.1. This design is intended 
to establish one semiotic system (language) as the realization of another more 
abstract semiotic system (social context). By realization, as suggested earlier, we 
mean that one system redounds with the other: language construes, is construed 
by and (over time) reconstrues and is reconstrued by social context. The double- 
headed arrow in the diagram symbolizes this mutual determination (as opposed 
to unidirectional notions of cause and effect). Technically we can refer to the 
distinct levels of abstraction as semiotic ‘planes’. 

The model allows us to approach Gould’s text from two complementary 
perspectives - the perspective of language (science as text) and the perspective of 
social context (science as institution). And the model encourages us to be as 
explicit as possible about the relationship between the two. For example, from 
the perspective of text, Gould’s footnote establishes vertebrate and most inverte- 
brate animals as monophyletic. The key passages are as follows: 

a properly defined group with a single common ancestor is called 
monophyletic 

this book will treat only the third great group - the coelomates, or 
animals with a body cavity 
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Figure 2.1: Language as the Realization of Social Contexl 

the coelomates are clearly monophyletic 

the coelomates include all vertebrates and all common invertebrates 
except sponges, corals and their allies. (Gould, ibid.) 

If we then take the rest of the footnote into account, the text construes the 
classification of ‘grouping principles’ in Figure 2.2, exemplifying both the 
monophyletic and polyphyletic groups. Gould is concerned in his footnote 
to establish that the subject matter of his book, the coelomates found in the 
Burgess Shale, form a proper evolutionary group. 

Now let’s recontextualize this from the perspective of science as institution. 
To do this we need to broaden our perspective, taking into account as many other 
scientific texts as we can get our hands on. Working in this way we can start to 
build up an overall picture of taxonomizing as a social practice, its evolution in 
the discipline (the special concern of Gould’s book) and its interrelationships with 
other science practices. For example, in the second footnote directly following 
the footnote just considered, we learn that some flora, unlike fauna, may indeed 
have disparate ancestries, since hybridization between distinct lineages occurs 
frequently. Furthermore Gould alerts us to the fact that genes can be transferred 
laterally by viruses across species boundaries, a process which may have been 
important in the evolution of some unicellular creatures. And many of us will 
recognize beyond this that thanks to genetic engineering viruses are no longer the 
only organisms responsible for transferring genetic material. 

What all of this appears to mean is that monophyly is not a principle 
scientists can depend on in formal classification. They have to take into account 
whether they’re dealing with plants or animals, whether the plants are unicellular 
or complex and whether genetic transfer across species is involved. As Gould 
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Figure 2.2: Construal of Grouping Principles m Text 
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comments, classifications of plants may look more like a network than a conven- 
tional diversifying bush, which raises a query about the opening sentence of the 
footnote considered above: ‘Taxonomists insist upon monophyly in formal 
classification’. Does this mean that a plant network is not a formal classification? 
Or are we meant to reconstrue Gould’s comment on the basis of his second foot- 
note, restricting it to the classiftcation of animals? Gould’s book does not resolve 
this issue, which leaves us in the position of having to find relevant texts that do; 
and perhaps the easiest way to procure these would be to elicit them from practis- 
ing scientists by asking them what they do. 

Our point here is that a given text provides only a very partial perspective on 
the social practice of science. This means that in the short term detailed linguistic 
analysis fleshes out only small parts of the overall picture at a time. Consequently 
it is only by shunting between language and social context (i.e., between the 
planes of science as text and science as institution) that we can begin to map out a 
meaningful interpretation of the discourse of science. As linguists, we treat the 
institutional perspective as more abstract because it generalizes across a vast range 
of actual texts (some of which we take as point of departure in the analyses we 
pursue) and an even larger range of potential verbalizations. 

26 


